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An Adaptive MCE-KISS Metric Learning 
Approach For Person Reidentification 
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Abstract—Recently, person reidentification is getting an intensive attention in the field of Intelligent Video Surveillance (IVR). The 
main procedure of reidentification is to match an instance of a person captured from one camera to the instance captured from 
another camera. Reidentification is considered as a complex task for human tracking. Nowadays, KISS (Keep it Simple and 
Straightforward) metric learning algorithm and Minimum Classification Error-Based KISS (MCE-KISS) metric learning algorithm has 
been regarded as top level algorithm for reidentification. KISS metric learning estimated the covariance matrices by maximum 
likelihood (ML) estimation and the matrices are biased for large training samples. In MCE-KISS metric algorithm, it integrates MCE 
criterion and smoothing technique to improve the performance of KISS metric learning. Smoothing technique is done for enlarging 
estimated small eigenvalues while considering small training samples. Here we introduced maximum likelihood function for 
smoothing technique which will selects small eigenvalues in an adaptive way. Also we proposed a method for selecting appropriate 
features for reidentification using principal component analysis (PCA). 

Index Terms— IVR, person reidentification, MCE, metric learning, LMNN, ITML, maximum likelihood. 

 

1. INTRODUCTION 

In recent years, one of the main challenging tasks 
in the field of intelligent video surveillance (IVR) is 
person reidentification. Nowadays, more number 
of non overlapping camera networks has been set 
up. These network of cameras helps for monitoring 
pedestrian activities over a large public area such 
as the parking lot, airport, metro station, etc. This 
identification is used to acquire an individual’s 
complete movements along that area. An objective 
of person reidentification is to verify a person has 
been already captured by another camera 
networks. In previous years, traditional biometrics 
such as face [2], [3], iris [4], fingerprint [5], and gait 
[6], are used for reidentification, but now they are 
not using for this purpose because images taken 
from this are variable, low quality and contain 
motion blur.  
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When a person stays within a camera’s view, 
that particular person’s position, background 
effects and lighting conditions are known to the 
system. The main problems arise when the 
person moves out from one camera’s view and 
enters into another camera’s view. So the system 
must know that the person seen in one camera is 
the same person that is already seen in another 
camera. If there is any issue with the system 
regarding matching the instance of person, that 
issue is known as re-identification problem. 
Person reidentification faces 3 main problems. 
At first, the segmented and comparison parts 
should be determined. Second, invariant 
signatures should be generated for comparing 
the corresponding parts. And at last compare 
the signatures by applying appropriate metric. 
Those steps are depicted in Figure. 1. 

Reidentification problem has two methods for 
reidentifying, they are Appearance –based 
methods and gait-based methods. In 
appearance-based methods it extracts signatures 
from color, texture and other appearance 
properties. In gait-based methods, it extract 
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features from the gait and motion of persons. 
More importantly, gait based methods are 
useful because the result obtained through this 
are not affected by varying lighting conditions 
between cameras.   

 

  

 

 

 

 

 

 

Figure 1. Steps in reidentification 

 

Basically, two important stages which 
need to be focused for person reidentification 
are distance learning and visual feature 
extraction and selection. So many exciting 
studies have been performed on this area for 
improving person reidentification. Here, we 
briefly review some representative works. For 
visual feature extraction, the use of color 
features such as HSV and RGB color histograms 
will effectively save computational cost. In 
feature extraction, the usage of filters for 
clearance will improve the performance. Gabor 
[7] and Schmid [8] filters have been added to 
extraction. The texture extraction process can 
use Scale Invariant Feature Extraction (SIFT) [9] 
or Speeded up Robust Features (SURF) [10]. It is 
better to use LBP descriptor at last for texture 
classification to exploit person reidentification. 
This LBP (Local Binary Pattern) [11] descriptor is 
commonly used for facial image description and 

used here for getting local geometric structure of 
an image.  

The stage distance learning can 
significantly improve the performance of 
retrieval applications. In this paper, robust 
distance learning is applied to update the 
retrieval precision. Traditionally several 
approaches are used for image retrieval 
applications but still they shouldn’t produce any 
good result for person reidentification. Among 
other approaches, KISS metric learning is 
efficient and effective. In KISS metric learning, 
the results are estimated by evaluating 
covariance which will produce more accurate 
results robustly.  

   In this paper, we introduce the 
minimum classification error (MCE) [1] based 
KISS metric distance. The eigenvalues of the 
covariance matrices are biased in KISS metric 
algorithm. Because of biased matrices, 
reidentification will lead in poor performance.  
The covariance matrices of KISS are estimated 
using maximum likelihood (ML) estimation. But 
with increasing number of training samples, 
MCE criterion is more preferable than classical 
ML estimation. The MCE criterion technique 
does not work well with small eigenvalues in 
the covariance matrices. Therefore, the 
smoothing technique is required to improve the 
small eigenvalues of a covariance matrix. Here, 
we introduced maximum likelihood function in 
a logarithmic way for smoothing technique. 
Maximum likelihood function selects a 
parameter from a set of parameters based on 
probability. In MCE-KISS metric algorithm the 
features extracted from the images are 
completely used for the reidentification 
purposes. In the proposed technique, we 
introduced Principal Component Analysis 
(PCA) for feature selection. 

Detect the moving person 

Features are extracted 

Comparison of probe features with 
the stored ones 
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The main steps for MCE-KISS-based 
person reidentification can be summarized by 
the following steps:  

1) Images are partitioned into a regular grid of 
size 8 x 4, and the color features and texture 
features are extracted using PCA. 

2) Concatenating the feature descriptors 
together  

3) Training MCE-KISS with smoothing 
technique; and  

4) Finally finding the matching rank.  

The main contributions of Adaptive MCE-KISS 
are; 

• The proposed MCE-KISS algorithm 
integrates MCE criterion and smoothing 
technique to improve the performance 
of KISS metric learning. 

• KISS metric integrates with maximum 
likelihood function for smoothing 
technique. 

• The proposed technique used PCA for 
selecting appropriate features from the 
images. 

• The newly proposed MCE-KISS exploits 
a learning procedure to adjust the 
parameters of Gaussian density model 
effectively. 
 

2. LITERATURE REVIEW 

In Section I, we briefly reviewed the 
techniques used in person reidentification. Li et 
al. [12] proposed a new approach called latent 
SVM technique. This technique uses clothing 
attributes as real value variables for comparing 
the person pairs. Geng et al. [13] introduced 
region based feature selection and feature fusion 
method for reidentification. In feature fusion, 

the method represents different features for each 
region which increase the computational 
complexity. Ma et al. [14] formulate multitask 
distance metric learning problem in camera 
networks. The proposed method is named as 
Multi task Maximally Collapsing Metric 
Learning (MtMCML) which is built on multiple 
Mahalanobis distance metric. 

Recently, Zhao et al. [15] proposed 
unsupervised salience learning for 
reidentification. Unsupervised salience learning 
gives better feedback for pedestrian matching 
because human salience is used here as a 
descriptor. Adaptive Ranking Support Vector 
Machine (AdaRSVM) is used for person 
reidentification without person labels and it is 
introduced by J. Ma et al. [16]. But it only 
considers single source domain cameras. Metric 
learning methods are used for several person 
reidentification algorithms. Li et al. [17] 
introduced Common Near Neighbor Analysis 
(CNNA) using metric learning method. In 
addition to metric learning schemes, Tao et al. 
[1] added MCE (Minimum Classification Error) 
criterion to improve the performance of 
reidentification. He named his technique as 
MCE based KISS metric learning. 

3. PROPOSED SYSTEM 
3.1 KISS Metric  Learning 

KISS metric learning is proposed recently 
for the best retrieval performance in real world 
applications such as person reidentification, face 
recognition etc. It is based on the assumption 
that pair wise differences are Gaussian 
distributed. 

 
Consider a set of image pair samples for 

person reidentification problem and extract 
feature descriptors from these.  It is known that 
both texture features and color histograms are 
useful for person reidentification. Principal 
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Component Analysis is used for feature 
selection. PCA has the potential to select a 
number of important individuals from all the 
feature components. When evaluating the 
significance of the feature components, the 
proposed method takes a number of 
eigenvectors into account. To find the principal 
component, it’s needed to take maximum 
variance with these feature data points. After 
extraction, all the feature descriptors are 
concatenated together and these feature vector 
pairs are split into two sets as test and train sets 
using random permutation.  

 
Consider Sa and Sb represent the samples of 

feature vector pair. Here two hypotheses are 
mentioned as H1 and H2, where H1 can assume 
that the feature vector pair is dissimilar, i.e., Sa 
and Sb are sampled from different people, and 
the hypothesis H2 can assume that the feature 
vector pair is similar, i.e., Sa and Sb are sampled 
from same person.  

 

𝜹𝜹(𝑺𝑺𝒂𝒂,𝑺𝑺𝒃𝒃) =  𝒍𝒍𝒍𝒍𝒍𝒍( 𝒑𝒑(𝑺𝑺𝒂𝒂,𝑺𝑺𝒃𝒃|𝑯𝑯𝟏𝟏)
𝒑𝒑(𝑺𝑺𝒂𝒂,𝑺𝑺𝒃𝒃|𝑯𝑯𝟐𝟐))   (1) 

     
Equation (1) defines the logarithm of ratio 

between the two hypotheses. For metric 
learning, a small δ (Sa , Sb ) indicates the two 
samples represent same person, while large   
δ (Sa , Sb ) indicates the two samples represent 
different people. Define Xab as an indicative 
variable of Sa and Sb : Xab =1 if Sa and Sb are the 
same person, otherwise Xab =0.  
 

Let P1 denote the number of similar feature 
vector pairs and P0 denotes the number of 
dissimilar feature vector pairs. The covariance 
matrices are estimated as:  

 

� =  
𝟏𝟏
𝑷𝑷𝟎𝟎

� (𝑺𝑺𝒂𝒂 −  𝑺𝑺𝒃𝒃)(𝑺𝑺𝒂𝒂 −  𝑺𝑺𝒃𝒃)𝑻𝑻
 

𝑿𝑿𝒂𝒂𝒃𝒃=𝟎𝟎

 

𝟎𝟎
 

       (2) 
 

� =  
𝟏𝟏
𝑷𝑷𝟏𝟏

� (𝑺𝑺𝒂𝒂 −  𝑺𝑺𝒃𝒃)(𝑺𝑺𝒂𝒂 −  𝑺𝑺𝒃𝒃)𝑻𝑻
 

𝑿𝑿𝒂𝒂𝒃𝒃=𝟏𝟏

 

𝟏𝟏
 

       (3) 
 

Equation shows that the eigenvalues of ∑0 and 
∑1 are positive.  
 Finally the KISS metric matrix M is 
calculated by,   ∑  −  ∑  −1

0
−1
1  

 
3.2 Adaptive MCE - KISS Metric  Learning 

KISS has largely improved the accuracy of 
person reidentification, but still there is a lot to 
improve its efficiency and stability. The result of 
matching can be improved by improving the 
accuracy of covariance matrices. Sometimes 
small eigenvalues must appear in covariance 
matrices and this will cause estimate errors. To 
avoid this errors, smoothing technique and MCE 
criterion are introduced to improve the accuracy 
of estimate of covariance matrices in KISS. By 
enlarging the estimated small eigenvalues of a 
covariance matrix, the smoothing technique can 
compensate for the decrease in performance 
which arose from the estimate errors of small 
eigenvalues.  

 
The covariance matrix ∑a  is first 

diagnalized and can be written as  
 
∑ =  𝝋𝝋𝒂𝒂 ⋀ 𝝋𝝋𝒂𝒂

𝑻𝑻
𝒂𝒂

 
𝒂𝒂                          (4) 

 
where ⋀ = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝜆𝜆𝑑𝑑1, 𝜆𝜆𝑑𝑑2 ,…,     𝜆𝜆𝑑𝑑𝑎𝑎  ]𝑑𝑑  with λab 
being an eigenvalue of ∑a, φa = [φa1, φa2, . . ., φan 

] with φab being an eigenvector of ∑a . 
 

Recently, Tao et al. [1] proposed MCE-
KISS by applying smoothing technique and in 
that the small eigenvalues of covariance matrix 
are replaced with a constant value. This constant 
is set to the value of the average of all the small 
eigenvalues. Here we used smoothing technique 
with maximum likelihood function. Likelihood 
function estimates a parameter in an adaptive 
way from a set of statistics based on probability. 
In maximum likelihood function, it selects the 

IJSER

http://www.ijser.org/


International Journal Of Scientific & Engineering Research, Volume 7, Issue 7, July-2016                                                                         603 
ISSN 2229-5518 

IJSER © 2016 
http://www.ijser.org 

set of values of the parameters that maximizes 
the likelihood function. Most importantly, the 
usage of logarithm achieves the maximum value 
from the likelihood function.  

 According to MCE metric learning, we 
need to minimize the empirical loss by updating 
the parameters via gradient descent method. We 
can compute the empirical loss by using (5) 

        𝑬𝑬 =  𝟏𝟏
𝑵𝑵

 ∑ 𝒍𝒍𝒄𝒄𝒄𝒄𝑵𝑵
𝒏𝒏=𝟏𝟏 (𝑿𝑿𝒄𝒄)               (5) 

where ‘ci’ is the class information, N is the 
maximum number of training samples. The loss 
of misclassification can be estimated by using 
the following equation. 
 
       𝒍𝒍𝒄𝒄𝒄𝒄(𝒙𝒙) =  𝟏𝟏

𝟏𝟏+ 𝒆𝒆−𝝃𝝃𝑴𝑴𝒄𝒄𝒄𝒄(𝒙𝒙)                  (6) 
 
where ξ is a trade-off parameter and is selected 
in the range of (0, +∞]. Here we have the 
evaluation of misclassification of a sample x 
belonging to class ‘T’ 
 
MT (x) = maxT δ(x, xT ) – minr δ(x, xr )       
     
 (7) 
 
where xT is a sample of the class T, and xr is the 
closest interclass sample. First element in (7) 
represents the distance between x and the 
farthest intraclass sample and second element 
represents the distance between x and the 
closest interclass sample. 
 The parameters in MCE-KISS metric 
algorithm include the eigenvalues, eigenvectors 
and the updated constant values through 
smoothing technique i.e., λ1n, λ0n , β0, β1, φ1n 
and φ0n. Before updating we need to make sure 
that eigenvalues are positive, so we define 
 

   �𝝀𝝀𝒂𝒂𝒏𝒏 =  𝒆𝒆𝝈𝝈𝒂𝒂𝒏𝒏             
𝜷𝜷𝒂𝒂 =  𝒆𝒆𝝉𝝉𝒂𝒂

�                           (8) 

 

   �𝝈𝝈𝒂𝒂𝒏𝒏 = 𝐥𝐥𝐥𝐥 𝝀𝝀𝒂𝒂𝒏𝒏
𝝉𝝉𝒂𝒂 = 𝐥𝐥𝐥𝐥𝜷𝜷𝒂𝒂

�                                   (9) 

 The parameters of covariance matrices 
∑  𝑑𝑑𝑎𝑎𝑑𝑑 ∑  −1

1
−1
0 are optimized using (10), (11) and 

(12).  
 

⎩
⎪
⎨

⎪
⎧ 𝝏𝝏𝜹𝜹(𝑿𝑿,𝑿𝑿𝒃𝒃)

𝝏𝝏𝝈𝝈𝟏𝟏𝒏𝒏
=  −𝒆𝒆−𝝈𝝈𝟏𝟏𝒏𝒏  [ 𝝋𝝋𝟏𝟏𝒏𝒏

𝑻𝑻  (𝑿𝑿 −  𝑿𝑿)] 𝟐𝟐

𝝏𝝏𝜹𝜹(𝑿𝑿,𝑿𝑿𝒃𝒃)
𝝏𝝏𝝈𝝈𝟎𝟎𝒏𝒏

=  −𝒆𝒆−𝝈𝝈𝟎𝟎𝒏𝒏  [ 𝝋𝝋𝟎𝟎𝒏𝒏
𝑻𝑻  (𝑿𝑿 −  𝑿𝑿𝒃𝒃)] 𝟐𝟐

� 

 
         (10) 
 

⎩
⎪
⎨

⎪
⎧𝝏𝝏𝜹𝜹(𝑿𝑿,𝑿𝑿𝒃𝒃)

𝝏𝝏𝝉𝝉𝟏𝟏
=  −𝒆𝒆−𝝉𝝉𝟏𝟏  [ ||𝑿𝑿 −  𝑿𝑿𝒃𝒃 || 𝟐𝟐 −  � [ 𝝋𝝋𝟏𝟏𝒏𝒏

𝑻𝑻  (𝑿𝑿 −  𝑿𝑿𝒃𝒃)] 𝟐𝟐]
𝑪𝑪

𝒏𝒏=𝟏𝟏
 

𝝏𝝏𝜹𝜹(𝑿𝑿,𝑿𝑿𝒃𝒃)
𝝏𝝏𝝉𝝉𝟎𝟎

=  −𝒆𝒆−𝝉𝝉𝟎𝟎  [ ||𝑿𝑿 −  𝑿𝑿𝒃𝒃 || 𝟐𝟐 −  � [ 𝝋𝝋𝟎𝟎𝒏𝒏
𝑻𝑻  (𝑿𝑿 −  𝑿𝑿𝒃𝒃)] 𝟐𝟐]

𝑪𝑪

𝒏𝒏=𝟏𝟏

� 

                (11) 
 

⎩
⎪
⎨

⎪
⎧𝝏𝝏𝜹𝜹(𝑿𝑿,𝑿𝑿𝒃𝒃)

𝝏𝝏𝝋𝝋𝟏𝟏𝒏𝒏𝒍𝒍
= 𝟐𝟐(𝒆𝒆−𝝈𝝈𝟏𝟏𝒏𝒏 −  𝒆𝒆−𝝉𝝉𝟏𝟏)� 𝝋𝝋𝟏𝟏𝒏𝒏

𝑻𝑻 (𝑿𝑿 −  𝑿𝑿𝒃𝒃)�(𝑿𝑿 −  𝑿𝑿𝒃𝒃) 𝒍𝒍

𝝏𝝏𝜹𝜹(𝑿𝑿,𝑿𝑿𝒃𝒃)
𝝏𝝏𝝋𝝋𝟎𝟎𝒏𝒏𝒍𝒍

= 𝟐𝟐(𝒆𝒆−𝝈𝝈𝟎𝟎𝒏𝒏 −  𝒆𝒆−𝝉𝝉𝟎𝟎)� 𝝋𝝋𝟎𝟎𝒏𝒏
𝑻𝑻 (𝑿𝑿 −  𝑿𝑿𝒃𝒃)�(𝑿𝑿 −  𝑿𝑿𝒃𝒃) 𝒍𝒍

� 

       (12) 
 
Based on the above discussions, we can compute 
the distance metric by ∑  −  ∑  −𝟏𝟏

𝟎𝟎
−𝟏𝟏
𝟏𝟏  

 
4. RESULT ANALYSIS 

 For implementing the proposed 
algorithm, here we used VIPeR [18] dataset 
which contains 1264 images that are taken from 
two camera networks. That is 632 images from 
camera A and 632 images from camera B. Then 
the images are normalized to a standard size of 
128 x 48. In our experiments, half of the samples 
were selected to form test set, while the rest 
were used for model training. During training, 
we used intraperson image pairs as similar 
pairs, and generated interperson image pairs (by 
randomly selecting two images from different 
subjects) as dissimilar pairs. The image pairs are 
used to estimate ∑  −1

0 and  ∑  −1
1  . During testing, 

the tests set were divided into two parts, i.e., a 
gallery set and a probe set. We randomly chose 
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one sample of each subject to comprise the 
gallery. The rest were used for the probe set. 
Person reidentification [19] aims to identify a 
person’s photo in the probe set by comparing it 
with images of several individuals stored in the 
gallery set.  

 All the images are then partitioned into 
a regular grid with 8 pixel spacing in the 
horizontal direction, and 4 pixel spacing in the 
vertical direction. From the grid, the LBP 
descriptor [20], HSV histogram, and RGB 
histogram were extracted from overlapping 
blocks of size 8 x 8. The HSV and RGB 
histograms encoded the different color 
distribution information in the HSV and RGB 
color spaces, respectively. The texture 
distribution information was modeled 
effectively by LBP descriptor. All the feature 
descriptors were concatenated together. After 
extraction PCA is conducted to select the most 
important features from the whole set of 
features. Through this here we took 134 features 
into account. 

4.1 KISS Metric  Learning 

In KISS metric learning approach, first of all 
two feature vector pairs are selected which 
represents the image pair samples. Based on the 
sample image pairs the covariance matrices are 
evaluated. These covariance matrices are used to 

evaluate KISS matrix; ∑  −  ∑  −𝟏𝟏
𝟎𝟎

−𝟏𝟏
𝟏𝟏  

 The cumulative match characteristic 
curves (CMC) are used to evaluate the 
performance of algorithms. Because of the 
complexity of the reidentification problem, the 
top n-ranked matching rate was considered. The 
following figure shows the CMC curve for KISS 
metric learning algorithm. In this figure, x-
coordinate represents the rank score and the y-
coordinate represents the matching rate.  

 

                Figure 2. CMC for KISS matrix 

 

4.2 Adaptive MCE - KISS Metric  Learning 

The covariance matrices of KISS are 
obtained by maximum likelihood (ML) 
estimation. With increasing the number of 
training samples, discriminative learning based 
on MCE is more reliable than classical ML 
estimation. The introduction of MCE criterion to 
the training procedure does not work well to 
estimate the small eigenvalues of the covariance 
matrices. Therefore, the smoothing technique is 
required to improve the estimate of the small 
eigenvalues of a covariance matrix. Smoothing 
technique is done using Maximum Likelihood 
function. It selects the set of values of the 
parameters that maximizes the likelihood 
function. Here log likelihood function used, so 

 

 that it achieves maximum value from the 
selected small eigenvalues.  
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                                              Figure 3. Selected small eigenvalues 

The algorithm selects small eigenvalues 
in an adaptive way which is shown in the 
following Figure 3. In this figure it is noticeable 
that a particular eigenvalue is marked. From the 
set of small eigenvalues, maximum likelihood 
function selects this particular value for 
replacing with the other small eigenvalues. After 
smoothing technique, optimize the parameters 
of covariance matrices and finally the Adaptive 
MCE-KISS matrix is calculated. 

The CMC curve of Adaptive MCE-KISS 
also shows the performance rate. In this figure, 
x-coordinate represents the rank score and the y-
coordinate represents the matching rate. The 
figure represents the performance comparison 
using CMC curve. Here, we compare the 
proposed adaptive MCE-KISS algorithm with 
the existing MCE-KISS algorithm and KISS 
metric learning algorithm. From this we can 
understand that KISS metric learning algorithm 
performs poorly for person reidentification than 
MCEKISS and adaptive MCE-KISS algorithms. 
Adaptive MCE-KISS algorithm helps to improve 
the matching rate with increasing number of 
image samples than the previous MCE-KISS 
algorithm. 

 Based on the performance of the 

algorithm, here we also compared top matching 
rates. The comparison is done on the same 
dataset with the popular algorithms such as 
Adaptive MCE-KISS, MCE-KISS algorithm and 
KISS metric learning algorithm. Table I reports 
the performance of all the algorithms in the 
scope of first 200 ranks. In most of the cases 
Adaptive MCE-KISS performs best in terms of 
rank score. 

 

       Figure 4. CMC curve for Adaptive 
MCE-KISS matrix 

 

 

                     Table I. Top matching rates 

Rank 10 50 100 200 300 

KISS 0.44 0.5 0.54 0.64 0.9 

MCE-KISS 0.51 0.54 0.56 0.68 0.9 
Adaptive 
MCE-KISS 

0.42 0.56 0.62 0.76 0.96 
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Considering the computational 
complexity, KISS metric learning algorithm 
shows the less training time than the other two 
algorithms. The following figure shows the 
computational complexity of the algorithms. 

 

Figure 5. Computational complexity  

  
5. CONCLUSION 

 In recent years, distance metric 
algorithms are developed for effective person 
reidentification. ITML [21] and LMNN [22] 
algorithms have been developed but still these 
are suitable only for reidentifying limited 
training samples. Here we introduce MCE-KISS 
metric algorithm which works well in large 
training samples. In KISS algorithm, the 
estimated covariance matrices are biased 
because of small number of training samples. 
The proposed technique exploits the smoothing 
technique in maximum likelihood function to 
enlarge small eigenvalues in the estimated 
covariance matrix. In addition to that Principal 
Component Analysis (PCA) is conducted to 
select the most important features from the list 
of extracted features. Hence, the proposed 
algorithm significantly improves the 
performance of MCE-KISS for person 
reidentification. 
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